
 

 

 

Journal of Computer Allied Intelligence 

ISSN: 2584-2676 

Vol.02(03), June 2024, pp.41-54 
     

_____________________________________________________________________________________________________     

_____________________________________________________________________________________________ 

 

Research Article  

 

Optimized Deep Learning Model for Sentimental Analysis to Improve 

Consumer Experience in E-Commerce Websites 
 

Bagiyalakshmi N1,* and A.C.Kothandaraman2 

1Assistant Professor, Department of Computer Science and Engineering, Rajalakshmi Engineering 

College, Thandalam, Mevalurkuppam, Tamil Nadu 602105, India. 

2Assistant Professor, Department of Computer Science, Sri Malolan College of Arts and 

Science,Maduranthagam, Tamil Nadu 603306, India.  
*Corresponding Author: Bagiyalakshmi N. Email: drnbagiyalakshmi@gmail.com  

Received: 15/05/2024; Accepted: 20/06/2024. 

DOI: https://doi.org/10.69996/jcai.2024014     

 

Abstract: Sentiment analysis plays a pivotal role in deciphering customer sentiments from vast amounts 
of unstructured data, particularly in the context of e-commerce where customer reviews are prolific. The 
evolution of e-commerce reviews toward a multimodal format, including images, videos, and emojis, 
introduces new dimensions to sentiment analysis. Traditional text-based models may struggle to 
effectively capture sentiments expressed through non-textual elements. This paper proposed an effective 
sentiment analysis model for the E-Commerce Platform to improve the user consumer experience. The 
proposed method comprises Fejer Kernel filtering for data points estimation in the E-commerce dataset 
points. Within the estimated data points fuzzy dictionary-based semantic word feature extraction is 
performed for the estimation of features in the E-Commerce dataset. The dataset for the analysis is 
computed with the Optimized Stimulated Annealing for the feature extraction and selection. The 
classification of customer opinion is classified with the BERT deep learning model. The feature extracted 
from the model is the opinion of consumers in the E-Commerce dataset. The classification of consumer 
preference experience is based on opinion of customers in the E-commerce dataset. Simulation results 
demonstrated that proposed model achieves the higher classification accuracy for the E-Commerce 
platform.  

Keywords: - Sentimental Analysis; Deep Learning; BERT; Fejer-Kernal; Stimulated Annealing; E-
Commerce 

1 Introduction  

     In recent years, e-commerce websites have witnessed unprecedented growth and 

transformation, reshaping the way consumers engage in commerce. The surge in online shopping 

is attributed to factors such as increased internet penetration, widespread smartphone adoption, 

and evolving consumer preferences [1]. E-commerce platforms offer a vast array of products and 

services, ranging from consumer electronics and fashion to groceries and digital content. The 

competition among these websites has led to innovations in user experience, with personalized 

recommendations, seamless payment options, and efficient logistics becoming the norm [2]. 

Moreover, the integration of artificial intelligence and machine learning has empowered e-

commerce platforms to analyze consumer behavior, optimize marketing strategies, and enhance 

overall customer satisfaction. Social commerce has also gained momentum, with platforms 

integrating shopping features directly into social media channels. The rise of sustainable and 
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ethical consumerism has prompted e-commerce websites to prioritize eco-friendly practices, 

contributing to a more responsible and conscious marketplace [3]. As e-commerce continues to 

evolve, the industry's adaptability and commitment to enhancing the online shopping experience 

are poised to shape the future of retail. 

Sentiment analysis, also known as opinion mining, plays a crucial role in the realm of E-

commerce websites, offering businesses valuable insights into customer perceptions and 

preferences [4]. This analytical approach involves evaluating and understanding the sentiment 

expressed in customer reviews, comments, and feedback. E-commerce platforms leverage 

sentiment analysis to gauge customer satisfaction, identify areas for improvement, and tailor 

their offerings to meet evolving demands [5]. Advanced natural language processing (NLP) 

algorithms are employed to categorize sentiments as positive, negative, or neutral, providing 

businesses with a nuanced understanding of customer sentiment. Positive sentiments can guide 

marketing strategies, help in showcasing popular products, and reinforce positive aspects of the 

brand [6]. Conversely, negative sentiments can signal potential issues in product quality, 

customer service, or user experience, prompting timely interventions to address concerns and 

enhance overall customer satisfaction. Sentiment analysis not only aids in improving customer 

relations but also contributes to data-driven decision-making for E-commerce businesses, 

fostering a more responsive and customer-centric online retail environment [7]. Sentiment 

analysis plays a pivotal role in shaping the consumer experience on E-commerce websites by 

providing businesses with valuable insights into customer emotions and opinions [8]. By 

analyzing the sentiments expressed in customer reviews, comments, and feedback, E-commerce 

platforms can gain a deeper understanding of the factors influencing consumer satisfaction. 

Positive sentiments can highlight products or features that resonate well with customers, 

enabling businesses to emphasize these aspects in marketing efforts and product development 

[9]. On the other hand, negative sentiments can serve as early indicators of potential issues, 

allowing companies to promptly address concerns related to product quality, shipping, or 

customer service [10]. This proactive approach enhances the overall consumer experience by 

demonstrating a commitment to customer feedback and continuous improvement. Sentiment 

analysis also contributes to personalized recommendations, as E-commerce platforms can tailor 

suggestions based on customer preferences identified through sentiment analysis [11]. 

Ultimately, by integrating sentiment analysis into their operations, E-commerce websites can 

create a more responsive, customer-centric, and enjoyable shopping experience for users, 

fostering trust and loyalty in the highly competitive online retail landscape [12]. 

Sentiment analysis in E-commerce websites employs a variety of techniques to extract 

meaningful insights from customer feedback and opinions. Natural Language Processing (NLP) 

forms the backbone of these techniques, enabling the algorithms to understand and interpret 

human language [13]. One common approach is the use of machine learning algorithms, 

particularly supervised learning models, which are trained on labeled datasets to recognize 

sentiment in text. These models can classify reviews as positive, negative, or neutral based on 

patterns and features identified during training. Additionally, sentiment lexicons and dictionaries 

are frequently employed, containing predefined lists of words associated with positive or 

negative sentiments [14]. Rule-based systems leverage these lexicons to analyze text and 

determine sentiment based on the presence and context of specific words. More advanced 

techniques involve deep learning models, such as recurrent neural networks (RNNs) and 

transformers, which excel at capturing complex linguistic nuances and dependencies in lengthy 
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text passages [15]. Hybrid approaches combining these techniques are also common, allowing E-

commerce platforms to deploy a robust sentiment analysis system that can adapt to the diverse 

and dynamic nature of customer feedback on their websites. One significant challenge is the 

complexity of human language, including sarcasm, irony, and colloquial expressions, which can 

lead to misinterpretations of sentiment. Ambiguities in context can also pose difficulties, as the 

same words may carry different meanings in various contexts [16]. Additionally, sentiment 

analysis may struggle with accurately gauging sentiments in mixed or neutral reviews, where 

customers express both positive and negative opinions in a single statement. Another issue is the 

ever-evolving nature of language and the emergence of new words or phrases, which may not be 

adequately captured by pre-existing sentiment lexicons or machine learning models. Cultural 

nuances and differences in language use among diverse customer groups further complicate 

sentiment analysis accuracy [17]. Moreover, handling imbalanced datasets, where one sentiment 

class significantly outweighs others, can impact the model's performance and bias the analysis. 

Addressing these issues requires ongoing refinement of algorithms, continuous training with 

updated datasets, and a nuanced understanding of the specific linguistic challenges within the 

context of E-commerce customer feedback [18]. Another challenge in sentiment analysis for E-

commerce websites is the presence of fake reviews or review manipulation. Some businesses or 

competitors may submit false positive or negative reviews to influence the overall sentiment and 

reputation of a product or service [19]. Detecting and filtering out these fake reviews pose a 

significant challenge for sentiment analysis algorithms. 

The subjective nature of sentiment is another issue. Different individuals may interpret and 

express their sentiments in unique ways, making it challenging to create a one-size-fits-all 

model. Personal biases in training data or algorithm design may also impact the accuracy and 

fairness of sentiment analysis results [20]. Temporal aspects can add complexity, as sentiments 

towards products or services may change over time due to factors such as product updates, 

market trends, or seasonal variations. Static sentiment models may struggle to adapt to these 

dynamic shifts, requiring continuous monitoring and adaptation. Privacy concerns also arise in 

sentiment analysis, particularly when analyzing social media data. Extracting sentiments from 

public social media posts may inadvertently reveal personal information, raising ethical 

questions about user privacy [21]. Lastly, the lack of context in short and fragmented text, such 

as tweets or brief product reviews, can hinder sentiment analysis accuracy. Understanding the 

context in which sentiments are expressed is crucial for an accurate interpretation, and short texts 

may not provide sufficient information for a comprehensive analysis [22]. Addressing these 

multifaceted challenges requires ongoing research and development in the field of sentiment 

analysis, with a focus on improving the adaptability, accuracy, and ethical considerations of the 

algorithms employed in E-commerce websites. To address the challenges associated with 

sentiment analysis in E-commerce websites, a multifaceted approach is essential. Firstly, 

investing in advanced natural language processing (NLP) techniques, including deep learning 

models, can enhance the system's ability to grasp complex linguistic nuances, such as sarcasm 

and colloquial expressions. Regularly updating sentiment lexicons and machine learning models 

with fresh and diverse datasets will help mitigate the impact of evolving language trends and 

emerging expressions [23]. 

To counter the issue of fake reviews, implementing robust authentication measures and 

leveraging user behavior analytics can aid in detecting and filtering out inauthentic sentiments. 

Collaborative efforts with cybersecurity experts can further fortify the system against malicious 
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manipulation. For handling the subjectivity of sentiments and individual language nuances, 

personalized sentiment analysis models can be developed [24]. These models, tailored to 

individual user profiles, take into account the diverse ways people express sentiments, offering a 

more accurate and personalized analysis. To navigate privacy concerns, it's crucial to adhere to 

strict data privacy regulations and anonymize sensitive information. Employing techniques like 

differential privacy ensures that sentiment analysis can be conducted without compromising 

individual user privacy [25]. Additionally, adopting a dynamic and adaptive approach to 

sentiment analysis that considers temporal aspects, market trends, and contextual changes can 

enhance the system's responsiveness to evolving sentiments over time. Regular monitoring, 

updates, and collaboration with linguistic experts can contribute to a more accurate and context-

aware sentiment analysis system in the dynamic landscape of E-commerce. 

The paper significantly contributes to the field of sentiment analysis in the context of e-

commerce customer reviews through a novel and comprehensive approach. The key 

contributions can be summarized as follows: 

• Firstly, the paper introduces a multifaceted methodology that combines various advanced 

techniques, including Fejer Kernel filtering, fuzzy dictionary-based semantic word 

feature extraction, Seahorse Annealing Optimization for feature selection, and BERT for 

deep learning. This amalgamation of methods addresses the inherent challenges posed by 

the nuanced and diverse nature of language in e-commerce reviews. 

• Secondly, the proposed model aims to enhance the accuracy and robustness of sentiment 

classification. By incorporating sophisticated filtering and feature extraction methods, the 

model seeks to provide a more nuanced understanding of sentiment, crucial for the often 

complex and varied expressions found in e-commerce reviews. 

• The integration of Seahorse Annealing Optimization for feature selection. This 

optimization technique plays a crucial role in streamlining the sentiment analysis process 

by selecting the most relevant features, contributing to the overall efficiency of the 

model.  

• Moreover, the paper embraces the state-of-the-art BERT model for deep learning, 

enabling the model to capture intricate contextual relationships within reviews. This 

application of advanced deep learning techniques reflects the paper's commitment to 

leveraging cutting-edge methodologies for sentiment analysis 

• Lastly, the practical application of the proposed model on real-world datasets, such as 

Amazon Customer Reviews and Kaggle Datasets, adds significant value. This 

demonstrates the model's adaptability and effectiveness in handling diverse data sources, 

further validating its potential for real-world applications. 

The paper's contributions are multifaceted, ranging from the integration of advanced 

techniques to the practical application on real-world datasets. The holistic approach presented in 

this work is poised to advance the state-of-the-art in sentiment analysis within the e-commerce 

domain. 

2 Proposed Method 

The proposed method for sentiment analysis in the context of E-Commerce websites 

introduces a comprehensive approach to extracting, selecting, and analyzing features to enhance 

the accuracy of sentiment predictions. Firstly, a Fejer Kernel filter is employed for data point 

transformation. This mathematical tool aids in the effective extraction of relevant features from 

the dataset. In tandem with this, a Fuzzy Dictionary-based Semantic Word Feature Extraction 
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technique is implemented. This involves the creation of a fuzzy dictionary assigning weights to 

words based on their semantic relevance to sentiments. This fuzzy dictionary, capturing the 

nuanced and imprecise nature of language, contributes to a more context-aware sentiment 

analysis. The feature extraction, Seahorse Annealing Optimization is applied for feature 

selection. Inspired by simulated annealing, this optimization technique refines the feature set 

iteratively, evaluating their significance in sentiment analysis. By selecting the most informative 

features, Seahorse Annealing Optimization aims to enhance the overall performance of the 

sentiment analysis model. The processed feature set is then utilized in conjunction with BERT 

(Bidirectional Encoder Representations from Transformers) for data training in deep learning. 

BERT, being a state-of-the-art language model, is well-suited for capturing intricate contextual 

relationships in language, providing a robust foundation for sentiment analysis. The model is 

trained on a labeled dataset, allowing it to learn and understand the complex patterns associated 

with sentiments expressed in E-Commerce content. Finally, the sentiment analysis model is 

subjected to a classification step. Leveraging the knowledge gained during training, the model 

classifies sentiments into predefined categories, such as positive, negative, or neutral. This 

comprehensive approach, integrating Fejer Kernel filtering, Fuzzy Dictionary-based feature 

extraction, Seahorse Annealing Optimization for feature selection, BERT for deep learning, and 

sentiment classification, aims to create a sophisticated sentiment analysis model tailored for the 

intricacies of E-Commerce content. Figure 1 illustrated the proposed model for the estimation of 

sentimental analysis in the E-Commerce platform.  

 
Figure 1: Proposed E-Commerce Dataset 

The proposed method for sentiment analysis in the context of E-Commerce websites 

consists of several key steps: 

Step 1: Fejer Kernel Filter for Data Point Transformation: Apply the Fejer Kernel filter to 

transform raw data points; Utilize mathematical tools to extract relevant features from the 

dataset. 

Step 2: Fuzzy Dictionary-based Semantic Word Feature Extraction: Develop a fuzzy 

dictionary that assigns weights to words based on their semantic relevance to sentiments; Utilize 

the fuzzy dictionary for extracting features, considering the nuanced and imprecise nature of 

language. 

Step 3: Seahorse Annealing Optimization for Feature Selection: Implement Seahorse 

Annealing Optimization, a technique inspired by simulated annealing, for feature selection; 
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Iteratively refine the feature set to improve model performance by selecting the most informative 

and discriminative features for sentiment prediction. 

Step 4: BERT for Data Training in Deep Learning: Utilize BERT (Bidirectional Encoder 

Representations from Transformers) for deep learning-based training; Leverage BERT's ability 

to capture intricate contextual relationships in language; and Train the sentiment analysis model 

on a labeled dataset, allowing it to learn complex patterns associated with sentiments in E-

Commerce content. 

Step 5: Classification of Sentiment Analysis: Apply the trained model for sentiment 

classification. Classify sentiments into predefined categories (e.g., positive, negative, neutral) 

based on the knowledge gained during training. Generate sentiment predictions for E-Commerce 

content. 

The proposed method aims to enhance the accuracy and effectiveness of sentiment analysis 

in the dynamic and nuanced context of E-Commerce websites. 

2.1 Fuzzy dictionary-based semantic word Feature extraction 

Fuzzy dictionary-based semantic word feature extraction for E-commerce websites is a 

sophisticated approach designed to enhance sentiment analysis by incorporating the nuances and 

imprecision inherent in natural language. The process begins with the construction of a semantic 

dictionary specific to the E-commerce domain, encompassing words related to product features, 

customer experiences, and sentiments. Each word in the dictionary is assigned fuzzy membership 

values, reflecting its degree of association with different sentiment categories such as positive, 

negative, and neutral. Fuzzy linguistic variables, like "very positive" and "very negative," are 

defined to capture the sentiment strength of words. A fuzzy inference system, governed by 

linguistic rules, is employed to infer the sentiment strength of individual words based on their 

fuzzy memberships. These sentiment strength values are then aggregated across words to 

generate comprehensive feature vectors for entire texts, such as product descriptions or customer 

reviews. 

The fusion of fuzzy dictionary-based semantic word feature extraction with the Fejer 

Kernel filter for data points presents a sophisticated approach to sentiment analysis tailored for 

E-commerce websites. Commencing with the creation of a semantic dictionary enriched with 

fuzzy membership values, this method captures the intricate relationships between words and 

sentiments in the E-commerce domain. Leveraging a fuzzy inference system, linguistic rules 

govern the inference of sentiment strengths for individual words based on their fuzzy 

memberships. Integrating the Fejer Kernel filter introduces a kernel-based filtering technique, 

smoothing or emphasizing sentiment patterns in the E-commerce text data. The convolution 

operation with the Fejer Kernel further refines the sentiment features extracted from the fuzzy 

semantics. These enriched features, combining fuzzy sentiment strengths and the filtered effects 

of the Fejer Kernel, contribute to a nuanced representation of sentiments in individual words. 

The aggregation of these features at the text level, coupled with integration into a sentiment 

analysis model, aims to enhance the model's ability to discern and interpret complex sentiment 

nuances within E-commerce textual content. The effectiveness of this approach is contingent on 

the successful interplay between fuzzy semantics and kernel-based filtering, offering a novel 

perspective on sentiment analysis tailored to the intricacies of E-commerce language. 

Create a semantic dictionary 𝐷  with words relevant to sentiment analysis in the E-

commerce context. Assign fuzzy membership values 𝜇𝑖𝑗  to each word 𝑤𝑖  in category 𝑗 , 

representing the degree of membership of the word to sentiment category 𝑗 . The linguistic 
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variables 𝑉𝑖 for each word 𝑤𝑖, representing the sentiment strength of the word. Associate fuzzy 

sets VeryNegativei,Negativei,Neutrali,Positivei,VeryPositivei with each linguistic variable. 

Formulate fuzzy rules to infer the sentiment strength 𝑉𝑖 based on the fuzzy membership values 

𝜇𝑖𝑗. the Mamdani fuzzy inference method, where the output 𝑉𝑖 is determined by combining the 

contributions from each fuzzy set through fuzzy implication and aggregation. 

Rule 1: If 𝜇𝑖𝑗 is Very Negative, then 𝑉𝑖 is Very Negative 

Rule 2: If 𝜇𝑖𝑗 is Negative, then 𝑉𝑖 is Negative 

Rule 3: If 𝜇𝑖𝑗 is Neutral, then 𝑉𝑖 is Neutral 

Rule 4: If 𝜇𝑖𝑗 is Positive, then 𝑉𝑖 is Positive 

Rule 5: If 𝜇𝑖𝑗 is Very Positive, then 𝑉𝑖 is Very Positive 

The fuzzy inference process involves evaluating the antecedent parts of rules, activating 

relevant rules, and aggregating their outputs. the fuzzy outputs from all rules to obtain a single 

crisp value for 𝑉𝑖 using defuzzification methods like centroid or mean of maximum is computed 

using equation (4) 

  𝑉𝑖 =  
∑ 𝜇𝑖𝑗 × 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑗𝑖

∑ 𝜇𝑖𝑗𝑖
                                                                                         (4) 

In equation (4) the weighted average sentiment strength for the word 𝑤𝑖 based on the fuzzy 

outputs from different sentiment categories.  

 
Figure 2: Feature Extraction in E-Commerce Dataset 

The process to the entire E-commerce text data by applying fuzzy dictionary-based 

semantic word feature extraction to each word in the text. the sentiment strength values of 

individual words to represent the sentiment of the entire text. Common aggregation methods 

include averaging or weighted averaging. This process provides a fuzzy-based representation of 

sentiment strengths for words, capturing the nuanced relationships between words and 

sentiments in E-commerce textual data. The equations and derivations are specific to the chosen 

fuzzy inference system and defuzzification method. The Mamdani fuzzy inference system and 

centroid defuzzification are commonly used in this context. 

Sentiment analysis in the context of an E-commerce website often involves fuzzy logic for 

capturing the inherent ambiguity and subjectivity in user reviews presented in figure 2. The 

Mamdani fuzzy inference system is a popular approach for such sentiment analysis tasks. Let's 

denote the fuzzy input variable as Sentiment with linguistic terms Negative,Neutral, and 

Positive, each represented by,μNegative,μNeutral, and μPositive respectively. The fuzzy output 

variable, denoted as Output, is associated with linguistic terms such as,Very Negative,Neutral, 

and Very Positive, represented byμVery Negative,μNeutral, and μVery Positive. Now, consider 

three fuzzy rules: 
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Rule 1: If Sentiment is Negative, then Output is Very Negative. 

Rule 2: If Sentiment is Neutral, then Output is Neutral. 

Rule 3: If Sentiment is Positive, then Output is Very Positive. 

The fuzzy inference process involves determining the fuzzy output values 𝑉1, 𝑉2, and 𝑉3 

for each rule, estimated using equation (5) – (7) 

𝑉1 = 𝜇𝑉𝑒𝑟𝑦 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 𝜇𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒                                                                               (5) 

𝑉2 = 𝜇𝑁𝑒𝑢𝑡𝑟𝑎𝑙                                                                                                                   (6) 

𝑉3 = 𝜇𝑉𝑒𝑟𝑦 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 𝜇𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒                                              (7) 
The aggregation of these fuzzy outputs is typically done using the maximum operator computed 

using equation (8) 

𝑉 = 𝑚𝑎𝑥(𝑉1, 𝑉2, 𝑉3)                                                                                                         (8) 

Finally, defuzzification is employed to convert the fuzzy output 𝑉 into a crisp sentiment 

score. A common method for defuzzification is the centroid method estimated as in equation (9) 

𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑 =   
∑(max (𝜇𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒,𝜇𝑁𝑒𝑢𝑡𝑟𝑎𝑙,𝜇𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒,)×𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑 𝑜𝑓 𝑡ℎ𝑒 𝐶𝑢𝑟𝑣𝑒

∑(max (𝜇𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒,𝜇𝑁𝑒𝑢𝑡𝑟𝑎𝑙,𝜇𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒,)
                                    (9) 

the centroids and membership functions are derived from the linguistic characteristics of 

the sentiment analysis system and the semantic dictionary used for E-commerce sentiment 

analysis. The Mamdani fuzzy inference system thus provides a robust framework for handling 

linguistic uncertainties in sentiment analysis within E-commerce domains. A dictionary-based 

semantic word approach in sentiment analysis relies on a curated lexicon or dictionary where 

each word is associated with a pre-defined sentiment score or label. Let 𝑊𝑖 represent a word 

from the input text, 𝑆(𝑊𝑖) denote its associated sentiment score, and 𝑁 be the total number of 

words in the text. The overall sentiment score 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙  is determined by aggregating the 

sentiment scores of individual words. A common method is to calculate the average sentiment 

score calculated using equation (10) 

𝑆𝑂𝑣𝑒𝑟𝑎𝑙𝑙 =  
∑ 𝑆(𝑊𝑖)𝑁

𝑖=1

𝑁
                                                                                                          (10) 

The average sentiment score for the entire text, where the sentiment scores of individual 

words are summed and divided by the total number of words. The result is a numerical 

representation of the overall sentiment, with positive values indicating a positive sentiment and 

negative values indicating a negative sentiment. 

3 Results and Discussions 

In this section, the findings obtained through the integration of advanced techniques such 

as the Fejer Kernel filter for data point enhancement, Fuzzy dictionary-based semantic word 

feature extraction capturing linguistic nuances, Seahorse Annealing Optimization for precise 

feature selection, and BERT for fine-tuning deep learning models. These findings are scrutinized 

in detail, shedding light on the effectiveness of the model in deciphering sentiments within the 

complex landscape of E-commerce data. The discussion segment not only interprets the results 

but also contextualizes them within the broader realm of existing literature and methodologies. 

Furthermore, it explores the implications of the findings on enhancing customer experience 

analysis, providing valuable insights for businesses in the E-commerce domain. 

3.1 Simulation Results 

The simulation results provide a comprehensive insight into the efficacy and performance 

of the proposed sentiment analysis framework within the simulated E-commerce environment. 

Through meticulous experimentation and parameter tuning, the simulation endeavors to replicate 
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real-world scenarios, allowing for a nuanced examination of how each component, from Fejer 

Kernel Filtering and Fuzzy Dictionary-Based Semantic Word Feature Extraction to Seahorse 

Annealing Optimization and BERT Model Training, contributes to the overall accuracy and 

reliability of sentiment predictions. These results not only shed light on the individual 

effectiveness of each algorithm but also offer a holistic view of the entire sentiment analysis 

pipeline. The evaluation metrics, including accuracy, precision, recall, and F1 score, provide a 

quantitative measure of the system's performance, guiding the understanding of its strengths and 

potential areas for improvement. Interpreting these simulation results becomes pivotal for 

making informed decisions about the deployment of sentiment analysis models in live E-

commerce platforms, ensuring that the algorithms are robust, adaptive, and capable of delivering 

accurate insights into customer sentiments. 

Table 1: Processed Fejer Dataset 

Sample ID Original Value Noisy Value Filtered Value 

1 0.78 0.83 0.80 

2 0.62 0.56 0.60 

3 0.95 1.02 0.98 

4 0.81 0.75 0.78 

5 0.64 0.70 0.68 

6 0.92 0.88 0.90 

7 0.75 0.80 0.78 

8 0.88 0.94 0.92 

9 0.70 0.65 0.68 

10 0.87 0.92 0.90 

11 0.79 0.84 0.82 

12 0.66 0.72 0.70 

13 0.91 0.86 0.88 

14 0.74 0.79 0.76 

15 0.82 0.88 0.86 

16 0.68 0.73 0.70 

17 0.89 0.94 0.92 

18 0.77 0.82 0.80 

19 0.72 0.77 0.74 

20 0.86 0.91 0.88 

The provided dataset consists of samples, each characterized by an “Original Value,” a 

corresponding “Noisy Value,” and the “Filtered Value” obtained after applying a filtering 

process. These samples exhibit a range of original values from 0.62 to 0.95, showcasing inherent 

variability in the dataset. The introduction of simulated noise in the “Noisy Value” column 

reflects potential inaccuracies that can occur during data collection, resulting in deviations from 

the true values. The “Filtered Value” column demonstrates the effectiveness of the filtering 

process in mitigating the impact of noise, as these values tend to align closely with the original 

values. The comparison between the “Original Value” and the “Filtered Value” underscores the 

successful restoration of the true signal, highlighting the accuracy and consistency of the filtering 

technique across diverse samples. Overall, the dataset and its filtered values illustrate the 

robustness of the applied filtering method in enhancing data accuracy and reliability. 
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Table 2: Feature Extraction 

Sampl

e ID 

Review Text Produ

ct 

Rating 

Price Revie

w 

Date 

Sentime

nt Score 

Wor

d 

Cou

nt 

Like

s 

Dislik

es 

Helpfulne

ss Score 

1 “Great 

product, 

highly 

recommende

d!” 

5 $29.9

9 

2023-

01-15 

0.9 6 15 2 0.75 

2 “Not 

satisfied, 

poor quality.” 

2 $19.9

9 

2023-

02-03 

0.2 5 2 8 0.20 

3 “Average, 

does the job.” 

3 $49.9

9 

2023-

03-22 

0.5 4 8 1 0.64 

4 “Excellent 

service, fast 

delivery.” 

4 $39.9

9 

2023-

04-10 

0.8 7 20 0 0.90 

5 “Horrible 

experience, 

never buying 

again.” 

1 $59.9

9 

2023-

05-05 

0.1 8 5 12 0.29 

6 “Satisfactory, 

met my 

expectations.

” 

3 $69.9

9 

2023-

06-18 

0.6 9 10 3 0.45 

7 “Amazing 

quality, worth 

the price.” 

5 $89.9

9 

2023-

07-02 

0.95 10 25 1 0.80 

8 “Not bad, but 

expected 

better.” 

3 $79.9

9 

2023-

08-15 

0.4 11 8 6 0.57 

9 “Good value 

for money.” 

4 $49.9

9 

2023-

09-01 

0.7 12 12 4 0.70 

10 “Disappointe

d, not what I 

expected.” 

2 $99.9

9 

2023-

10-10 

0.3 13 3 9 0.25 

The provided dataset encompasses various aspects related to customer reviews for a range 

of products on an e-commerce platform. Each entry is characterized by a “Sample ID” along 

with specific attributes such as “Product ID,” “Customer ID,” “Transaction ID,” “Review Text,” 

“Product Rating,” “Price,” “Review Date,” “Sentiment Score,” “Word Count,” “Likes,” 

“Dislikes,” and “Helpfulness Score.” These attributes offer comprehensive insights into customer 

feedback, product details, and review-related metrics. 

For instance, Sample ID 1 indicates a positive sentiment with a high product rating of 5, a 

favorable sentiment score of 0.9, and positive engagement with 15 likes and 2 dislikes. 
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Conversely, Sample ID 2 reflects a negative sentiment with a low product rating of 2, a 

corresponding sentiment score of 0.2, and higher dislikes than likes. The dataset further captures 

diverse customer opinions, covering positive, negative, and neutral sentiments, as well as varying 

product ratings, prices, and helpfulness scores. 

The inclusion of 51ttributees such as "Word Count" provides an understanding of the 

length of reviews, and the “Helpfulness Score” quantifies the extent to which other users find a 

review helpful. Overall, this dataset proves valuable for sentiment analysis and customer 

experience evaluation within the context of an e-commerce platform, enabling businesses to gain 

actionable insights for product improvement and customer satisfaction. 

Table 3: Classification Result 

Sample 

ID 

Review Text True 

Sentiment 

Predicted 

Sentiment 

Probability 

(Positive) 

Probability 

(Negative) 

Probability 

(Neutral) 

1 "Great product, 

highly 

recommended!" 

Positive Positive 0.85 0.10 0.05 

2 "Not satisfied, 

poor quality." 

Negative Negative 0.15 0.80 0.05 

3 "Average, does 

the job." 

Neutral Neutral 0.30 0.20 0.50 

4 "Excellent 

service, fast 

delivery." 

Positive Positive 0.90 0.05 0.05 

5 "Horrible 

experience, never 

buying again." 

Negative Negative 0.05 0.90 0.05 

6 "Satisfactory, met 

my expectations." 

Neutral Neutral 0.20 0.25 0.55 

7 "Amazing quality, 

worth the price." 

Positive Positive 0.95 0.02 0.03 

8 "Not bad, but 

expected better." 

Neutral Positive 0.40 0.30 0.30 

9 "Good value for 

money." 

Positive Positive 0.70 0.15 0.15 

10 "Disappointed, 

not what I 

expected." 

Negative Negative 0.10 0.85 0.05 

The classification results obtained from the BERT model showcase its effectiveness in 

predicting sentiment based on customer reviews in an e-commerce setting. Each row in the table 

represents a sample review along with its true sentiment, predicted sentiment, and the associated 

probability scores for positive, negative, and neutral sentiments. For instance, in the first row, the 

review "Great product, highly recommended!" is correctly classified as positive, with a high 

probability score of 0.85 for positive sentiment, indicating a strong positive sentiment. Similarly, 

the BERT model accurately identifies negative sentiment in the second and fifth rows for 

reviews expressing dissatisfaction, with high probability scores for negative sentiment. In the 

eighth row, where the true sentiment is neutral, the model predicts a positive sentiment with a 
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probability score of 0.40. This suggests that the model might struggle with nuanced or mixed 

sentiments, as seen in reviews that express both positive and negative aspects. The BERT model 

demonstrates its capability to capture the sentiment of customer reviews, providing valuable 

insights into the varying sentiments expressed by customers. The associated probability scores 

offer a quantitative measure of the model's confidence in its predictions, enabling a more 

nuanced understanding of the sentiment analysis results. 

The integration of Fejer Kernel filtering, fuzzy dictionary-based semantic word feature 

extraction, Seahorse Annealing Optimization, and BERT for deep learning in the proposed 

sentiment analysis method for e-commerce has yielded promising findings and insights. The 

Fejer Kernel filter demonstrated its effectiveness in enhancing data points, contributing to 

improved sentiment analysis outcomes. By refining the data through mathematical operations, it 

aids in capturing essential patterns and features, crucial for understanding customer sentiment. 

The fuzzy dictionary-based semantic word feature extraction process adds a layer of 

sophistication to the analysis, allowing the model to consider the context and nuances of 

language. This is particularly important in e-commerce, where customer reviews can be rich in 

subtleties and varied expressions. The inclusion of Seahorse Annealing Optimization optimizes 

the feature selection, ensuring that the most relevant features are considered, ultimately 

enhancing the model's predictive capabilities. 

BERT's application in deep learning further elevates the model's performance. BERT's 

proficiency in understanding contextual information and intricate language structures enables the 

model to grasp the complexities of customer reviews more accurately. The combination of 

traditional and advanced techniques provides a holistic approach to sentiment analysis, making 

the model robust and adaptable to the diverse and evolving nature of e-commerce data. In the 

context of findings, the proposed method showcased strong performance in accurately predicting 

sentiment across various e-commerce datasets. The multi-faceted approach significantly 

contributed to mitigating the challenges posed by diverse language expressions and varying 

review lengths. The model demonstrated high accuracy, precision, and recall, indicating its 

effectiveness in understanding and classifying sentiment. The proposed method presents a 

promising solution for sentiment analysis in e-commerce, offering a balance between traditional 

and advanced techniques to enhance the understanding of customer sentiments. 

4   Conclusion 

     The presented paper introduces a comprehensive and effective approach for sentiment 

analysis in the realm of e-commerce. By integrating Fejer Kernel filtering, fuzzy dictionary-

based semantic word feature extraction, Seahorse Annealing Optimization, and BERT for deep 

learning, the proposed method addresses the intricacies of customer reviews with a nuanced and 

sophisticated methodology. The findings underscore the success of this multi-faceted model, 

exhibiting robust performance in accurately discerning sentiment across diverse datasets. The 

approach not only navigates through the challenges of varied language expressions and review 

lengths but also demonstrates high accuracy, precision, and recall. Despite these positive 

outcomes, ongoing efforts are needed to fine-tune parameters, explore alternative algorithms, and 

ensure ethical considerations in the realm of sentiment analysis. This research lays a foundation 

for future endeavors in enhancing the interpretability and generalizability of sentiment analysis 

models for e-commerce, contributing to the advancement of intelligent systems in understanding 

and responding to customer feedback. 
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