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Abstract: Machine Learning (ML) is a set of contemporary approaches to predicting, recognising, and 

making decisions without the use of humans. From disease detection to simulation, machine learning is 

rapidly emerging in the medical industry. The purpose of the proposed study is to examine how 

supervised machine learning algorithms, such as support vector machines (SVMs), can be used to predict 

medicine dose. The main advantage of employing SVM-based algorithms is that they can handle an 

unlimited number of input parameters (patient characteristics, like symptoms), and each parameter is 

treated identically no matter how differently it looks on the surface. SVM learning, or machine learning 

with maximisation (support) of separating margin (vector), is a strong classification algorithm that's used 

for classification or subtyping. Building a machine learning model to determine the appropriate 

medication dose for and patient is critical to clinical practise and time-consuming for modelling software. 

Rather than using conventional explicit approaches, we suggest a machine learning approach in this 

article for predicting disease and determining medicine dosage based on the patient's symptoms. 

Keywords: Machine learning; SVM; disease prediction; medicine dosage; EDA. 

1 Introduction 

      The integration of computer technology into almost every aspect of our everyday lives has 

raised our standard of living. The use of computers has increased dramatically, especially in the 

field of medicine, in areas such as disease diagnosis and treatment, as well as patient tracking. 

Since the fields in which computers are used are so complex and unpredictable, intelligent 

systems like machine learning, artificial neural networks, and genetic algorithms have been 

developed. We introduced the SVM algorithm in this paper for determining medication dosage 

based on a patient's symptoms dataset. 
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     SVM: A supervised machine learning approach called support vector machine is used to 

categorise data into various classifications. From Fig1 Therapeutic can make use of the 

procedure for drug monitoring. 

      SVM, in contrast to other algorithms, employs hyperplanes to give a clear and accurate 

decision border between various classes. By splitting the data into segments (small sets, records, 

or attributes) with various types of data in each row or attribute, SVM can be used to build 

several separating hyperplanes. SVM is used on a dataset to train how to process the model and 

predict the outcome. 

 

Figure 1: Drug Monitoring 

     SVM looks for named training data and then produces new input data based on it. The ability 

to solve classification and regression problems is a key advantage of SVM. However, SVR 

(classification) focuses on classification while SVM (support vector regression) focuses on 

regression issues. 

    SVM can be either Linear or Non-Linear. Linear data is the data with which we can easily 

separate by just drawing a margin Fig 2, hyper plane we can predict the exact solution. If the data 

is non-linear, we use kernel trick as mentioned above, it is used to transform or correct data into 

another dimension. Up to this point we had only 2 dimensions example namely x & y, but now 

one more dimension is introduced called z Fig 3. Now easily we can visualize the data and 

separate the two classes. 
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Figure 2: Linear data 

 

Figure 3: Non-linear data 

2 Literature Survey 

The classification method is called Support Vector Machine.In the 1990s, cooperation 

between the machine learning and statistical research fields led to the development of the support 

vector machine (SVM) by Cortes and Vapnik. SVM finds a dividing line called a hyper plane in 

an effort to discern between situations. The main benefit of the SVM is its ability to quickly 

resolve the "high dimensional problem," which arises when there are too many input variables in 

relation to the total number of observations. Additionally, since  

Because the SVM approach is data-driven and can be applied without a theoretical framework, it 

has a high degree of discriminative power for classification, especially with small sample sizes. 

It was recently observed that this technology can improve clinical settings' procedures for disease 

diagnosis. Additionally, SVM has demonstrated efficacy in resolving bioinformatics 

classification issues. In this investigation, conventional variables that are quite straightforward to 

obtain were used to predict both the patient's disease and the medicine dose using support vector 

machines (SVM). 

3 Proposed System  

The proposed system is used to develop a model for disease prediction and aids users in 

identifying the medicine dosage for the predicted disease.Here we propose the process of 

identification of medicine dosage of patients based on symptoms using the SVM algorithm. This 

process consists of following steps, 

1. Import all the crucial libraries 

2. Load the training and test data set. 

3. Exploratory Data Analysis (EDA). 

4. Splitting of training and validation features. 

5. Creating the ML model 
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6. Predict the disease and medicine dosage using the SVM algorithm (Model). 

4 Methodology 

 

 

 

                 

Figure 4: Methodology 

          The approach A step-by-step procedure for creating the model is shown in Fig 4. The 

entire procedure is split into two sections, the first of which is created based on the symptoms 

and the second of which is created based on the anticipated illness. 

• Dataset collection 

           A fictitious dataset has been constructed through the examination of earlier research. It 

has 4921 samples with 132 attributes, each of which indicates whether an attribute is present or 

absent with a value of 1. Sweating, nausea, headaches, vomiting, skin rashes, lethargy, mild 

fever, depression, appetite loss, muscle atrophy, diarrhoea, back pain, chills, exhaustion, stomach 

discomfort, shivering, and so forth are a few of the symptoms. 

• Dataset cleaning 

            After loading, the dataset is examined. If there are any null, junk, or missing values, the 

relevant cleaning techniques are applied. 

• Exploratory Data Analysis (EDA) 

           The relationship between the attributes is found for additional processing in EDA Fig 5. 

Understanding of the correlation between the features Fig 6 along with the disease wise 

distribution Fig 7 and symptom wise distribution Fig 7 is a part of the EDA process. 

• Importing packages 

            All the crucial libraries and packages namely pandas, joblib, sklearn.metrics, numpy, 

yaml, flask, seaborn, itertools are imported. 

• Splitting Data 

             To create the model, the dataset is divided into training and testing sets. A split function 

that was imported from the sklearn package can be used to do this. 

• Building the model 

              The model is constructed by importing the SVM package from the sklearn library, after 

which functions are implemented to train and test the model. 

• Preprocessing and preparing to train 

             To get ready for training the model, the train and test data are pre-processed using the 

necessary function. 

Results 
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• Training the model 

             Using the prepared data, the support vector machine (SVM) algorithm is used to train the 

model. 

• Classification report: 

             The model's performance is reported in the categorization report. Confusion matrix Fig 9 

is built to showcase the accuracy of the model and performs the classifier Fig 10. Here we can 

render the classification report of validation data Fig.11 and test data Fig. 12. 

 

5 Algorithm 

Support Vector Machine (SVM) 

          SVM is a supervised machine learning algorithm that is uniquely recognized for 

converting data into extraordinary instructions. SVM is unique in that it uses a hyper plane to act 

as a selection boundary between the various instructions. SVM can be used to produce a large 

number of isolating hyperplanes, allowing the data to be divided into parts, each of which 

contains only one type of data.The SVM algorithm is trained on a set of categorized data. SVM 

learns the previously categorize training data and classifies new input data based on the learnings 

made during the training process.SVM has the benefit of being applicable to both form and 

regression issues. One of the most important advantages of the Support vector machine algorithm 

is this. Despite the fact that SVM is well-known for type, the Support Vector Regressor can be 

used to solve regression problems. SVM can also be used for non-linear data using the kernel 

trick. The kernel trick converts data to any other size with a clean isolating margin between 

information instructions. After that, we can easily draw a hyper plane among a large number of 

data instructions. 

6 Results and Discussion 

         The medicine dosage for the patient predicted using the SVM algorithm is the final result 

of this project. Here we used GUI to render the data entry of patient’s information from Fig 13 

and disease Prediction shown in Fig 14. 

EXPLORATORY DATA ANALYSIS (EDA): 

 

Figure 5: Loading Training and Test data sets 
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Figure 6: Feature correlation 

 

Figure 7: Disease wise distribution 

 

Figure 8: Symptom wise distribution 
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Figure 9: Confusion Matrix 

 

Figure 10: Classifier 

 

Figure 11: Classification report for validation data 
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Figure 12: Classification report for test data 

 

Figure 13: Patient’s data entry page 

 

Figure 14: Predicted output 

7 Conclusion and Future Work  

          Assisting the predictions of medication dosage values with inside the medical scenario 

with SVM has proved to yield a few great outcomes. It can construct personalised version for 

each affected person in medication dosage evaluation to be able to assist provide the steerage to 

the docs with inside the dosage prescription. The problem with this approach, despite the 

previously mentioned advantages, is that it mostly depends on the library's initial patient data for 
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accurate results. The proposed version on this paper makes use of SVM – Support Vector 

Machine Algorithm for prediction which has true overall performance while as compared to 

different models. From the experimental outcomes we will finish that proposed version has 

stepped forward accuracy in prediction of medication dosage. In destiny this version also can be 

stepped forward via way of means of the use of the entered records too as take a look at records, 

which similarly improves the overall performance of this algorithm. Future scope is Disease 

prediction and medication dosage can be hosted online, making them accessible to anyone with 

an internet connection. Future research has shown that an SVM-based approach can be      used 

to create a customized model for each patient. 
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