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Abstract: Data Analysis is the main important subject in recent times as the ongoing demand for it is 

growing accordingly with the huge amounts of data we get from many sources, All the huge data we get 

should be properly analyzed so that the information will be used accordingly to its needs. In this paper, 

the main objective is to analyses the data that is taken from uber related data from a csv file which is 

already available in the outside world. In addition to the analyzing of data we are also including two 

features to our project, from which the first one is fare price detection and the second one goes with 

optimal allotment of a cab using appropriate machine learning algorithms. we used k- means clustering, 

Db Scan for optimal allotment of a cab. We used Linear regression, Logistic Regression, Random Forest 

algorithms, Decision Tree Algorithm for fair price detection. We are also finding the best algorithm for 

increasing the accuracy of selection using unsupervised algorithms which is the best moto of our project. 

The additional feature we are wanting to add in to this mechanism of analyzing the data is to use an 

android app developed by us in order to receive the required data from the users and perform various 

actions on it to obtain a best result for segmented two operations. 

Keywords: Data analysis; uber data; fare price detection; machine learning algorithms; accuracy. 

1 Introduction 

First knowing the importance of analyzing, visualization is very well required in order to 

perform any actions on data that is taken from .csv files or any other file formats. In one word we 

can say that the main idea is to give reliable and accurate data to the end users after complete 

analyzation [4]. 

Data Visualization: Better Understanding of data is the main purpose of data visualization 

and techniques. So as we are having bulk amount of data from Uber [1] which is in the form of 

tables, which is very difficult to understand and read as so we use some tools like bar graphs , 

histograms, split graphs to understand the data exactly. 

Uber related Data is taken from uber because it has given its New York data from the 

year 2018 between the months of November and December with no cost [1]. Uber provide best 

services to the customers with best satisfaction and optimal in providing the requirements (basic 

needs) effectively. 

2 Literature Survey 
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Generally when it comes to data analysis every one checks for an existing data that is 

present on various platforms and do perform any operations to get their results from it after 

reading and understanding the data[4] , But it will be difficult to understand what exactly the 

already existing data contain for which we have to perform many operations like data 

virtualization for better understanding and data cleaning for reducing the noisy data, All these are 

costly and time taking. Hence we have developed an application which takes the only necessary 

data for detecting fare price[12] and optimal cab positioning this reduces the unwanted data and 

increases the understand ability of data that we receive. 

Barlow, H. B.,[13] Explained the details about the Unsupervised learning eliminates the 

need for labelled data and manual handcrafted feature engineering enabling general, more 

flexible and automated ML methods which highly needed for the development of highly positive 

results with great accuracy and improvements. 

From our findings [15] Unsupervised algorithms like K-means, Clustering will be the 

better to directly apply to the classification or regression problem and find the unknown values 

easily. So including such algorithms will make better results as well. These methods also do not 

require more number of parameters or labels of data to process, and also only depends on the 

unique training mechanism. Possibilities that can’t be found out using the human can be easily 

determined by these Unsupervised algorithms 

Rokach,L,.&Maimon,O.,[14]Details about clustering methods that are required for data 

mining[17] .which begins with comparing two objects about the similarity and processing for the 

next. Data mining is an important thing that one should more concentrate on when it comes to 

considering huge datasets. All the methods that Rokach and Maim on explained about brings a 

self-contained review of the concepts and the mathematics underlying clustering techniques. 

The Linear Regression algorithm is used in fair price detection. But when it is compared 

with other algorithms like random forest the accuracy is increased similarly for optimal cab 

assigning we used k-means clustering and DB-scan algorithms K-Means was found to work 

effectively as DB-Scan is not working well in conditions like more rowed data which exceeds 

5000 rows. Hence K-means has chosen. 

For the fair price detection we have used dataset, downloaded from Kaggle and we 

performed the data cleaning and data visualization techniques and we applied Linear regression, 

Decision Tree and Random Forest algorithm. There are some parameters like weather, type of 

vehicle, day or night which affects the fair price. if you give these details then a fair price is 

generated and out of all used algorithms the Random Forest algorithm gave the best efficiency so 

we are using that algorithm to detect fair price based on source and destination 

3  Existing System 

Visualising the uber related data from kaggle using pictorial representations and sketches 

like bar graphs, plots, in the same way considering the analysis of the respective information by 

taking multivariate, univariate and bivariate analysis is seen in the already existing system. But 

the proper understanding of the Data set and ruling out the possible faulty data is not clear for 

users understanding. 

Analyzing the uber price and position of the cab using machine learning algorithms that are 

not accurate to consider so better algorithms must be taken and should increase the efficiency of 
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the system. Implementing other unsupervised algorithms will build the profound positive results 

for the increment of the performance. 

4  Proposed System 

 

Figure 1: Flow diagram of proposed system. 

The main task we are considering is predicting to which cluster of centroids does the new 

source comes and we are showing the mechanism of cab assigning, for this we have used the k- 

means clustering and Db-scan algorithms. We have used the folium package to plot the 

coordinates in the map and we have applied the k-means clustering to the dataset which we 

have downloaded from the Kaggle and later we have prepared the dataset of our own, where we 

designed an app where it collects the live location of the user and the data is stored in our 

google firebase and we have converted the file into j-son format and we collected the latitudes 

and longitudes and converted into a python Data frame as a dataset. if you give a new location 

it predicts into which cluster the given location comes. 

For the fair price detection we have used dataset, downloaded from Kaggle and we 

performed the data cleaning and data visualization techniques and we applied Linear regression, 
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Decision Tree and Random Forest algorithm. There are some parameters like weather, type of 

vehicle, day or night which affects the fair price. if you give these details then a fair price is 

generated and out of all used algorithms the Random Forest algorithm gave the best efficiency 

so we are using that algorithm to detect fair price based on source and destination. 

Android App for live data Tracking: Our team has developed an innovative app that allows 

users to share their live location with ease. When you open the app if you are a new user then it 

asks for registration [18][19]. Then the app asks for the user's permission to access their 

location data and then stores their latitude and longitude coordinates. This information is 

securely stored in Google Firebase, a cloud-based database that ensures the user's data is safe 

and easily accessible. 

The primary purpose of this app is to enable clustering of user data [20][21]. By collecting 

and analyzing this location data, we can create clusters of users based on their geographical 

proximity. This clustering mechanism helps us to provide customized services and 

recommendations to users based on their location and preferences. 

The app has been designed with a user-friendly interface that makes it easy for users to 

share their location and view their data on a map. Overall, our app provides a convenient and 

secure way for users to share their live location data and benefits both users and service 

providers by allowing for customized services based on location data. 

Here we are illustrating the mechanism of how a cab is assigned in the popular ride-sharing 

app Uber. When a user enters their location in the Uber app, the system uses a similar 

clustering mechanism to identify the closest available driver. This helps to ensure that users 

receive the fastest and most efficient service possible. 

Here the data of users stored in firebase is converted into json format and the unnecessary 

information is deleted and only the username, latitudes and longitudes are retained and passed 

as parameters for the k-means clustering algorithm. 

Hence a model is trained and it is tested. When a new users’ details are given as input then 

he is assigned to a new cluster. 

There are some parameters [2] like weather, type of vehicle, day or night which affects the 

fair price. if you give these details then a fair price is generated and out of all used algorithms 

the Random Forest algorithm gave the best efficiency so we are using that algorithm to detect 

fair price based on source and destination. 

First know what are all the contents we need so they are 

• Dataset contains locations and car rides, latitudes and longitudes of location [3][6]. 

• Live data app is a j-son file which contains information about the live location of the app 

users. 

• Uber cab optimal positioning is a Jupiter notebook file which contains code in it. 

 

Figure 2: Contents of system for fair price detection. 
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• Rideshare kaggle is the dataset which contains information about the car rides and it 

contains different price affecting columns like weather ,type of vehicle, type of 

sharing vehicle etc.[6] 

• Uber Data Analysis is a Jupiter notebook file which contains code in it. 

5 Algorithms 

5.1 K-Means Clustering Algorithm: 

• K-Means clustering algorithm is used to assign the cab for the customer. It shows the 

optimal positioning of cabs if we provide the source. 

• Each cluster so far formed contains a centroid, which is why it is also known as 

centroid based algorithm. 

• It is mainly used to reduce the sum of the distance between the datapoint and the 

centroid. 

• It takes the un labelled dataset as input and forms the clusters by following iteration 

method until and unless it finds the best clusters. 

• The clusters so formed are belonging to set which contains the similarities. 

Figure 3: K-Means clustering for assigning a cab 

 

Figure 4: Algorithm of K-Means clustering 



 

 

31                                                                                              JCAI, ISSN: 2584-2676,2024, vol.02, no.01 

_____________________________________________________________________________________________________ 

 

_____________________________________________________________________________________________________ 

 

Algorithms For Fair Price Detection: 

5.2 Linear Regression: 

• Linear regression is an algorithm which is used to find the relationship between the 

dependent variables and the independent variables. 

• This algorithm helps in predicting the value of a variable with the help of another 

variable. 

• Here the independent variable is the one which is used to predict the other variable, 

and the dependent variable is something with the help of other variables its value is 

predicted. 

• The dependent variable is called as and the independent variable is also termed as 

• It is shown as the line in the format y= ax+b , here a,b,x are the independent variables 

and the y is the dependent variable. 

 

Figure 5: Linear regression graph representation. 

5.3 Decision Tree Algorithm: 

         Decision tree is a supervised machine learning algorithm.[11] [16] 

       It is same like tree structure which is used for classification and regression. It has three 

main parts:       1) Internal nodes 

2) branches 

3) leaf node 

        Internal nodes denotes the dataset’s features, branches represents the decision which are 

made and finally the outcome is denoted by the leaf node of the decision tree. 

Figure 6: Decision tree representation. 
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5.4 Random Forest Algorithm: 

        Random forest is a supervised machine learning algorithm which is used for the purpose of 

classification of data [11]. 

        It is like the combination of the decision tree algorithms. 

        In the dataset is divided into some random number of sub datasets and the decision trees are 

formed for all the sub datasets. 

        And finally, the average of all the decision trees are made and the conclusions are drawn 

from that. 

 

 

Figure 7: Random forest tree representation 

 

Figure 8: Algorithm of random forest 



 

 

33                                                                                              JCAI, ISSN: 2584-2676,2024, vol.02, no.01 

_____________________________________________________________________________________________________ 

 

_____________________________________________________________________________________________________ 

          Allowing system operators to divide traffic, control flows for optimum efficiency, and 

start testing the new settings and services. Benefits of OpenFlow 

• Programmability. 

6 Code Implementation Optimal         

Cab Positioning 

Importing required libraries: 

Input: 

 

         Pandas are used for the analysis [4], seaborn are used for the graphical visualization 

and representation of data, matplotlib is used for arrays and linear algebra. 

Creating data frames: 

Input: 

 

         Here the dataset is collected from kagel which is already existing dataset of the new York 

city of the months November and December which is downloaded in the form of csv 

files(comma separated values). 

Output: 

 

Rideshare histogram 

          The above data segregates the data collected from kaggle into the month and time, latitude 

and longitudes divisions for further data analysis. The actual collected includes the data of the 
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uber in the months of November and December in the city of New York. The histogram [6] [7] 

represents the time and count of the rides. The time morning or evening time of the day and 

weather conditions like suny, rainy, cloudy. Based on the weather cabs availability from the 

particular location will be more or less. 

Output: 

 

Filtering Morning and Evening Rides 

          The data is filtered into morning and evening rides [6] [8] for making clustering process 

easy. The actual data collected is the combination of the rides of all the parts of the day in the 

New York City. By dividing them into morning and evening data makes the data analysis part 

easy. 

Input: 

Output: 

Importing K-Means Input: 
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Output: 

 

 

         The output indicates the centriods of the clusters so formed based on the longitude and 

latitude locations. These clusters are having the centriods based on which the current location of 

the user is used to locate the user in that particular cluster by considering the latitudes and 

longitudes mapping of the user geographically. 

Representing the Centroids of clusters with folium: 

Input: 
 

Output: 

 

For evening: 

Input: 

 



 

 

JCAI, ISSN: 2584-2676, 2024, vol.02, no.01                                                                                         36 

_____________________________________________________________________________________________________ 

 

_____________________________________________________________________________________________________ 

 

 

 

 

 

 

 

 

 

 

 

 

 

Output: 

 

 

For morning:  

Input: 
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          K-MEANS clustering is applied and formed the clusters which are shown as location pop 

ups in the graph above. The formed indicates the cab availability from the location where the 

parts of the city are divided into clusters for easy location of them on the graph. 

Output: 

 

           In the next phase testing all the implemented procedures and get the results as expected 

with predicted values, here in the bellow code using Random forest the dataset is divided into 

different parts equally and on each and every sub part decision tree algorithm is applied and the 

results are added or the average of it is considered to make the final prediction accurately. K- 

means Clustering is applied to the app data. 
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Figure 9: K-means clustering for new data input point. 

          Here in the above figure the new data point is denoted with green marker and the predicted 

cluster is denoted by orange cluster and the remaining clusters are denoted by blue markers. 

Dbscan Algorithm: 

Input: 

 

Figure 10: Db-scan algorithm code and clustering result. 
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         In the above Db-scan clusters are plotted using PYPLOT library. Here there are two clusters 

plotted. 

 

Figure 11: Cluster centroid points using dbscan. 

           In the above the cluster is predicted for the new datapoint and the cluster centroid centers 

are found. 

Accuracy Using dbscan algorithm: 

Input and Output for checking accuracy using dbscan algorithm: 

 

 

           The Db-scan algorithm is imported and model is fitted with the input data and accuracy is 

calculated. 

Fair Price Detection: 

Linear Regression: 

Input and Output of the Linear Regression: 
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          Linear Regression model is imported and fitted with data and accuracy is evaluated. 

Random Forest: 

Input and Out of the Random forest: 

        Random Forest model is imported and fitted with data and accuracy is evaluated. 

Logistic regression: 

Input and Out of the Logistic regression: 
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         Logistic Regression model is imported and fitted with data and accuracy is evaluated. 

Decision Tree: 

Input and Out of the Decision Tree: 

Decision Tree algorithm is imported and fitted with input data and accuracy is determined. 

price prediction: 

Input and Out of the Price prediction: 

 

           In the above the weights of decision tree algorithm is stored in a joblib file and the the file 

is loaded and opened and the it predicts for the new input datapoint. 

Parameters Required for the cab positioning: 
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Figure 12: The affecting factors for pair price are shown above. 

7 Evaluation Details 

The sklearn MSE (Mean squared Error), MAE (Mean Absolute Error), RMAE Values are 

calculated. Mean squared error (MSE) measures the amount of error in statistical models. It 

assesses the average squared difference between the observed and predicted values. When a 

model has no error, the MSE equals zero. As model error increases, its value increases. The 

mean squared error is also known as the mean squared deviation (MSD). 

For example, in regression, the mean squared error represents the average squared residual.If 

you give new location then it is plotted on the map and the nearest cluster centroid point is 

shown. 

 

Figure 13: Showing nearest cluster of given location. 

 

        Here above the orange colored is the nearest cluster of the input data point, the input data 

point is represented by green marker and all other clusters are represented by blue marker. 
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        Next, we have to detect the fair price and if you enter the type of vehicle and weather 

conditions then fair price is detected. 

Input: 

 

Figure 14: Fair price detection. 

         By considering the parameters such as type of car, fuel cost, distance of travelling, time of 

the day either morning or evening, uv-index, etc the fair price of the cab is predicted. These 

factors are the independent variables and the price is the dependent variable. Price affects as if 

any changes are made in the independent variables. 

8 Future Work 

         The Future scope suggest that the cab will be assigned by using the complex machine 

learning algorithm, as of now the cab is just positioned according to its nearest cluster. If the size 

of non- linear separable dataset increases then Db-scan would best suits and even in the complex 

scenario then here the data points are not separated by hyperplane then more advanced 

techniques like kernel methods or neural networks may be required to perform effective 

clustering or classification. 

          As of now only some main factors are used in fair price detection and in future you can 

add other factors which affects the fair price and even you can predict the fair price for the 

dynamic data in future using machine learning algorithms. 

9 Summary and Conclusions 

          Analyzing the data that is taken from uber related data from a csv file and performing 

various actions on it in order to visualize and access the data accordingly to the need is done , 

also the algorithms that are used for fare price detection[12] and optimal cab positioning are 

decided after knowing the best accuracy of each performed algorithm .From which we found out 

that Random forest has the best accuracy when it comes for fare price detection and k-means for 

optimal cab positioning. 

           Data that is already there is used in the first case and then a developed application that is 

used to take the requirement details from the users (which actually mean online data collection) 

and then perform operation on it to find the optimal positioning of a cab that is given for a 

particular location. We used the best accuracy algorithms in order to reduce the redundancy and 

increase the efficiency of the project in doing the tasks perfectly. 
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